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Project Briefing 

MPC-543: Big Transportation Data Analytics 

Jointly sponsored by Mountain-Plains Consortium and the Utah 
Department of Transportation (UDOT)  

Motivated by the fact that the annual traffic count program represents a significant cost to 
UDOT, while exposing UDOT staff to the dangers inherent to being exposed to traffic
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Introduction1

Traffic volume data is crucial in many 
applications, such as transportation operation 
analysis, congestion management and accident 
prevention.

However, deployment of traffic count devices on 
a large-scale network can be extremely 
expensive and impractical.

Agencies are exploring methods to partially or 
fully supplement the short-duration traffic 
count program and, in doing so, reduce the 
effort, cost, and staff exposure of traffic count 
program.
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Introduction1 3

How to accurately estimate/predict traffic volume without massive sensor deployment?

Two branches of volume estimation problem: 

- Future traffic volume prediction at locations equipped with traffic sensors 

• Generally involves estimation of immediate future volume at the same locations within a 
short time period based on historical information.

• Commonly used methods:
Auto-regressive integrated moving average (ARIMA) and its variants (e.g. SARIMA)

Introduction1 4

Two branches of volume estimation problem: 

- Traffic volume estimation: spatial traffic volume prediction

• Spatial prediction usually aims at estimating traffic volumes at locations without sensors.

• Commonly used methods:
Factoring method
Regression model
Machine learning model
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Introduction1 5

Two branches of volume estimation problem: 

- Traffic volume estimation: spatial traffic volume prediction

• Spatial prediction usually aims at estimating traffic volumes at locations without sensors.

Research oftentimes omits the fact that traffic volume within the road network could be 
spatially correlated

Commonly used methods:
Kriging methods
Graph-based approaches

Objectives 1 6

• Explore ML techniques to predict hourly traffic volumes using features that 
are associated with the variation of traffic volume, and compare against 
conventional methods 

• Enhance the prediction accuracy by exploring methods to quantify the spatial 
dependency among road segments
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Data Description

100 CCSs

Traffic count observations:

From 100 CCSs distributed in Utah state

Span from Jan to Dec in 2017

Recorded by hours

Hourly counts in a single direction

January-December, 2017

Hourly counts Two directions

2 7
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Data Description

We have roughly:

observations

100 12 30 24 2

1,000,000

0 12 0 24 2

Features
Road characteristics

Functional classifications
No. of lanes, speed limit
Total mileage of roads by functional 
classifications in 1 mile radius

Average income, employment density, number of 
households, average household size, and population 
density in 3-mile radius of each CCS location.

Socio-economic features

73
features

Weather data

2 8

HERE Data
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Models3

Traditional method:
Factoring method

Classic machine learning model:
Support vector machine (SVM)

Introducing spatial dependency feature:
XGBoost with breadth-first search (BFS)

Traffic Volume Prediction

9

• The basic idea:
A year’s AADT was estimated from short-term count (48 hours in continuous) using the formula 
from Traffic Monitoring Guide (FHWA 2001 ):

: day of week factor

: seasonal factor

: traffic growth factor

: actual 24-hour vehicle count

3 10Models - Factoring Method
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• The basic idea:
A year’s AADT was estimated from short-term count (48 hours in continuous) using the formula 
from Traffic Monitoring Guide (FHWA 2001 )

• Advantages:
Simple and straightforward

• Disadvantages:
Large random errors 

3 11Models - Factoring Method
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• The basic idea:
A model that constructs hyperplanes on higher dimensional space to 
solve classification and regression problems (proposed by Cortes and 
Vapnik in 1995)

3 13Models - SVM

3

Social geographic data

Weather data

CCS hourly vehicle count

SVM

Predict the hourly vehicle count 
for a new segment with CCS

14Models - SVM
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3 16Models - Result Comparison
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AADT is a traffic volume indicator on a coarse level.

SVM is capable of predicting traffic volume information by hour-a smaller granular level.

We have the data of 100 CCSs in total. Among them, 80 CCS are used to train the model 
and 20 CCSs are used to test the effectiveness of the model.

3 17Models-SVM
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To visualize the results, we use the ground-truth hourly counts and the predicted values from SVM for comparison. 
Here, we visualize the data from two randomly chosen CCSs in consecutive 14 days (CCS 635 and CCS 351).

Models-SVM
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4 19Spatial Dependency Feature
Compared with factoring method, SVM can better capture information at finer granularity, such as 
hourly traffic variation.

Yet we can do better to improve the prediction!

How?
In typical ML techniques, all road segments are treated 
independently for model construction. 

The core idea:
If two roads are strongly connected, their traffic 
pattern have larger probability to be similar.
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4 Methodology Framework 20

Yi, Z., Liu, X. C., Markovic, N., & Phillips, J. (2021). Inferencing hourly traffic volume using data-driven 
machine learning and graph theory. Computers, Environment and Urban Systems, 85, 101548.

Spatial Dependency Feature4 21

Build a graph:
We use the trajectory data to 
connect CCSs, and build a graph

The edge weight is calculated 
by using count of trajectory. 
Higher weight represents higher 
connection.

Then we use the Breadth 
Search First (BFS) algorithm to 
find neighboring strongly 
connected CCSs

Use the hourly volume from 
neighboring CCSs to infer the 
hourly volume at current 
location (a new feature)

A

D
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Geographical distribution of CCS Constructed traffic network graph

4 22Spatial Dependency Feature

Spatial Dependency Feature4 23

XGBoost (Extreme gradient boosting decision tree)

One of the state-of-the-art machine learning models.

A highly effective tree boosting system that achieves high prediction accuracy on many challenging 
problems.

Tree ensemble models are capable of analyzing the feature importance.
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Name of measurement Mathematical formulation Brief description 

R2  
 is the proportion of traffic volume variance that is 

explained by predicting models, and it provides a measure of 
how well observed outcomes are replicated by the model. 

MAE  
MAE is a measure of difference between actual values and 
predicted values, which gives a clear interpretation of 
average magnitude of the errors for predictions. 

MAPE  

MAPE is a statistical measure of prediction accuracy, where 
the prediction error is presented as a percentage. Smaller 
values indicate better prediction power. 

 

Performance metrics:
R2, MAE, MAPE

Testing process:
replicated 5 times by different random seeds
In each seed, 15% CCSs are selected as testing site

Model comparison:
M1: XGBoost model without spatial dependency feature

M2: XGBoost model with a spatial dependency feature 
characterized by Euclidean distance

M3: XGBoost model with a spatial dependency feature      
characterized by network distance

Seed R2 on test set MAE on test set MAPE on test set 
 M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4 

1 0.849 0.780 0.860 0.895 643 720 619 548 0.80 0.56 0.65 0.57 
2 0.839 0.862 0.811 0.934 645 554 562 404 1.06 0.93 0.51 0.88 
3 0.817 0.875 0.879 0.885 887 773 799 733 1.26 0.57 0.68 0.52 
4 0.859 0.866 0.847 0.868 631 397 420 522 1.96 1.03 1.58 1.33 
5 0.898 0.831 0.936 0.916 347 681 311 308 2.09 1.66 1.07 1.67 

Mean 0.852 0.842 0.866 0.900 631 625 542 503 1.43 0.95 0.90 0.79 
 

Prediction performance of different models

4 24Spatial Dependency Feature

To better visualize model
performance, ground truth hourly
counts from test set in Seed 1 are
compared against predicted values.

M1: XGBoost model without spatial dependency 

feature

M2: XGBoost model with a spatial dependency 

feature characterized by Euclidean distance

M3: XGBoost model with a spatial dependency 

feature characterized by network distance

M4: XGBoost model with BFS algorithm

4 25Spatial Dependency Feature

16



4 26Spatial Dependency Feature

To further explore spatial dependency, we display 
the MAPE for CCSs in testing dataset for each 
random seed.

Seed Number 12345

4 27Spatial Dependency Feature
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Conclusions
Both traditional methods and machine learning models generate satisfactory results for 
predicting AADT.

Machine learning models (e.g. SVM and XGBoost) are capable of capturing hourly traffic volume.

Incorporating spatial dependency feature can improve the prediction accuracy.

5 28

Road characteristics, socioeconomic factors, spatial dependency, and temporal features 
are the most influential feature categories.
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Contact Information
Chris Padilla

chris.padilla@ndsu.edu
(701) 202-5730

Susan Hendrickson
susan.Hendrickson@ndsu.edu

(701) 238-8646

Shannon Olson
shannon.l.olson@ndsu.edu

(701) 552-0672

https://tln.learnflex.net
https://www.translearning.org

Thank you for participating!

Please take a moment to 
complete the evaluation 
included in the reminder 

email. 

We appreciate your feedback.
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